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Does plasticity contribute to adult cognitive development, and if so, in what ways? The vague and overused concept of plasticity makes these controversial questions difficult to answer. In this article, we refine the notion of adult cognitive plasticity and sharpen its conceptual distinctiveness. According to our framework, adult cognitive plasticity is driven by a prolonged mismatch between functional organismic supplies and environmental demands and denotes the brain’s capacity for anatomically implementing reactive changes in behavioral flexibility (i.e., the possible range of performance and function). We distinguish between 2 interconnected but distinct cognitive outcomes of adult cognitive plasticity: alterations in processing efficiency and alterations in representations. We demonstrate the usefulness of our framework in evaluating and interpreting (a) increments in frontal brain activations in the course of normal aging and (b) the effects of cognitive training in adulthood and old age. Finally, we outline new research questions and predictions generated by the present framework and recommend design features for future cognitive-training studies.
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Aging-related reductions in cognitive performance are in full view roughly around the age of 65. On the group level, accelerating mean decline is observed in abilities such as working memory, reasoning, episodic memory, and spatial orientation in late life (Rönnlund & Nilsson, 2006; Rönnlund, Nyberg, Bäckman, & Nilsson, 2005; Schaie, 1996). Different individuals display different levels of performance and different rates of cognitive decline in old age (DeFrias, Lövdén, Lindenberger, & Nilsson, 2007; Lindenberger & Ghisletta, 2009; see Figure 1). Epidemiological work suggests that in old age, a lifestyle rich in mental, physical, and social stimulation exerts beneficial influences on level of cognitive performance (Bäckman, Small, Wahlin, & Larsson, 1999; Hertzog, Kramer, Wilson, & Lindenberger, 2009; Hultsch, Hertzog, Small, & Dixon, 1999; Kramer, Bherer, Colcombe, Dong, & Greenough, 2004) and protects against cognitive decline and dementia (Fratiglioni, Paillard-Borg, & Winblad, 2004; Ghisletta, Bickel, & Lövdén, 2006; Lövdén, Ghisletta, & Lindenberger, 2005). 1 However, we know little about the mechanisms through which these factors influence cognitive aging. In particular, we do not know whether the beneficial influence of an enriched lifestyle on cognitive change reflects direct effects of mental stimulation on performance or works indirectly by reducing negative effects on cognition (e.g., depression, stress, vascular conditions). To fill this lacuna, researchers must address whether and how plasticity may shape adult cognitive development at behavioral and neural levels.

1 Differences in judgment about the strength of the evidence supporting cognitive enrichment effects reflect, in part, differential reliance on cross-sectional and longitudinal evidence (Hertzog et al., 2009; Salthouse, 2006). We agree with Hertzog et al. (2009) that cross-sectional data showing a pattern of a stable, rather than increasing, advantage of individuals with favorable lifestyle attributes over individuals with less favorable attributes must not be interpreted as evidence against enrichment effects, as these comparisons are hampered by differential selective attrition and strong scaling assumptions.
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of analysis (Baltes & Singer, 2001; Li, 2003; Lindenberger, Li, & Bäckman, 2006; Lustig, Shah, Seidler, & Reuter-Lorenz, 2009).

Plasticity is however rather vague term that permeates contemporary psychology and neuroscience with multiple connotations. Alternative accounts of available findings are difficult to differentiate unless clouds of conceptual confusion are dispersed beforehand (see also Raz, 2007). Here, we propose a theoretical framework for the study of adult cognitive development that lends nuance to and sharpens the conceptual distinctiveness of the term plasticity. We identify general characteristics of adult plasticity and demonstrate the utility of the framework for interpreting findings on several controversial issues: increased frontal brain activation in aging, the effects of cognitive training in adulthood, and the utility of such training for evaluating current evidence on the role of plasticity in cognitive aging. Finally, we derive predictions from our framework that may lead to future research and allow for further testing of its propositions. We hope that the present research synthesis, with its conceptual emphasis, will provide a useful addition to related reviews (Cabeza, 2002; Dinse, 2006; Greenwood, 2007; Hertzog et al., 2009; Jones et al., 2006; Kramer & Willis, 2002; Li, 2003; Li, Brehmer, Shing, Werkle-Bergner, & Lindenberger, 2006; Lustig et al., 2009; Mahncke, Bronstone, & Merzenich, 2006; Noack, Lövén, Schmiedek, & Lindenberger, 2009; Park & Reuter-Lorenz, 2009; Persson & Nyberg, 2006; Rajah & D’Esposito, 2005; Reuter-Lorenz & Cappell, 2008; Saltz, 2006; Schaefer, Huxhold, & Lindenberger, 2006) and help pave the way for a better understanding of adult cognitive development and plasticity.

A Theoretical Framework for the Study of Adult Cognitive Plasticity

The term plasticity has been used in the behavioral and brain sciences for over a century, with historical milestones contributed by persons such as William James (1890), Eugenio Tanzi (1893), Santiago Ramón y Cajal (1894), and Donald Hebb (1949; for a review of the history of the term, see Berlucchi & Bucetel, 2009). Over the years, the meaning of plasticity has undergone considerable evolution and proliferation. Despite attempts to render the term more precise (e.g., Konorski, 1948; Mercado, 2008; Paillard, 1976; Will, Dalrymple-Alford, Wolff, & Cassel, 2008), virtually all types of change in brain and behavior are covered by its contemporary usage (e.g., Baltes, 1987; Baltes, Lindenberger, & Staudinger, 2006; Brehmer, Li, Müller, von Oertzen, & Lindenberger, 2007; Buononimo & Merzenich, 1998; Cooke & Bliss, 2006; Draganski et al., 2004; Erickson et al., 2007; Greenough, Black, & Wallace, 1987; Greenwood, 2007; Kelly & Garavan, 2005; Kemmermann, 2006; Kolb, 1995; Li, 2003; Li et al., 2006; Möller, 2006; Pascual-Leone, Amedi, Fregni, & Merabet, 2005). It is necessary, now more than ever, given the different meanings of the plasticity concept in modern science, to operationally define the term and to sharpen its conceptual distinctiveness in relation to the more encompassing notion of change. Below we outline a framework for the study of adult cognitive plasticity that responds to this necessity.

Plasticity: The Capacity for Reactive Change

Plasticity revolves around the capacity for change, but the contemporary scientific use of the term is typically reserved for reactive phenomena (e.g., Greenough et al., 1987; James, 1890; Kelly & Garavan, 2005; Kemmermann, 2006; Kolb, 1995; Paillard, 1976; Pascual-Leone et al., 2005; Will et al., 2008). On this view, plasticity reflects a secondary change in response to a primary change in the system. For example, in brain injury, the capacity of the brain to change is considered revealed, not by the primary damage per se, but by the restoring and compensatory (i.e., secondary) reactions to the insult (e.g., Brion, Demeurisse, & Capon, 1989; Buckner, Corbetta, Schatz, Raichle, & Petersen, 1996; Chen, Cohen, & Hallett, 2002; Kopp et al., 1999; Liepert, Storch, Fritsch, & Weiller, 2000; Ward & Cohen, 2004). Similarly, when experience (e.g., practicing cognitive or motor tasks) is thought to result in plastic alterations of brain and behavior, it is the secondary responses (e.g., improved performance, structural brain alterations) of the system that are regarded as manifestations of plasticity (e.g., Bengtsson et al., 2005; Draganski et al., 2004; Elbert, Pantev, Wienbruch, Rockstroh, & Taub, 1995; James, 1890; Kelly & Garavan, 2005; May et al., 2007) and not the brain representations associated with the particular experience (i.e., the immediate perceptions, thoughts, and actions during practicing). These latter capacities of the brain are typically viewed as starting points of plasticity and considered as characteristics of flexibility in our framework.

Plasticity: The Capacity for Reactive Change in the Range of Functioning

Flexibility denotes the capacity to optimize the brain’s performance within the limits of the current state of functional supply,
that is, within the current structural constraints imposed by the brain. In particular, flexibility denotes the capacity for representing environmental stimuli via activation of existing (i.e., previously formed) representations, for representing different environmental stimuli differently, and for changing the way a particular stimulus is represented and processed to a previously attainable way. Here, representation denotes the neural activity associated with a particular experience, that is, the neural activity evoked by sensory receptors or by movement and thought (e.g., Mercado, 2008).

We introduce the term flexibility (see also Will et al., 2008) as a synonym to terms such as intelligence, functional capacity, brain functioning, and experience in order to emphasize a simple but important point, the inherently adaptive and variable nature of cognitive and brain functioning. In other words, we note that the cognitive system has a range of existing representational states available and constantly and rapidly adapts to environmental demands by taking different states (cf. Nesselroade, 1991; Piaget, 1980). This notion of a range of performance and function is similar to the concept of functional cerebral space introduced by Marcel Kinsbourne (e.g., Kinsbourne & Hicks, 1978), which denotes the total repertoire of behaviorally distinct brain states, and to the concept of baseline reserve capacity introduced by Paul Baltes (e.g., Baltes, 1987), which denotes the malleability of cognitive performance by environmental support (e.g., instructions). It also is reminiscent of the notion of vicarious processes in francophone developmental psychology (Lautrey, 2003; Reuchlin, 1978) and relates to the notion of reconfigurability (Mercado, 2008). For example, while listening to or being engaged in a conversation, individuals continuously and rapidly adapt their brain functioning in response to demands on working memory processes (e.g., from spoken sentences with low grammatical complexity to sentences with high complexity) by utilizing the same but more heavily recruited brain processes and by utilizing different constellations of these processes (e.g., D’Esposito et al., 1998; Grossman et al., 2002). In a similar example taken from the perspective of interindividual differences, both a less and a more flexible individual may perform accurately when faced with low demands on working-memory processes, whereas only the more flexible individual may perform accurately when faced with high demands. Similarly, a proficient English speaker listening to a conversation in English will possess greater flexibility in representing the words (e.g., lexically, phonologically, semantically, visuospatially) than will a non-English speaker. Thus, the more flexible individual can handle a larger range of environmental demands.

According to our framework, plasticity denotes the capacity for changes in flexibility, that is, the capacity for changes in the possible range of cognitive performance. In other words, we maintain that reactions and adaptations of the brain to environmental changes do not uniquely define plasticity but rather constitute a fundamental property of experience and a starting point of plasticity. Whereas flexibility-based reactions use existing functional supply, plasticity-based reactions result in alterations of functional supply. The following example illustrates the differences between flexibility and plasticity: A non-English speaker may learn English and in this way increase his or her range of function (i.e., flexibility). This increase in flexibility is a manifestation of plasticity, but the enactment of its outcome, such as the ability to represent English words in different ways and rapidly change between these representations, would be a sign of flexibility. In a similar way, a less flexible individual may increase his or her working memory capacity (e.g., through practice) from being able to maintain four items to being able to maintain six items in store. This increase in working-memory capacity constitutes a manifestation of plasticity, whereas the capacity of being able to rapidly adapt to a wide range of working memory demands does not.

We propose, in summary, that reactive changes based on flexibility meet altered demands with the preexisting range of processing efficiency and knowledge (we return to the knowledge vs. processing efficiency distinction later), whereas plastic reactions meet alterations in demands with the acquisition of new knowledge or altered attainable processing efficiency. Such alterations in knowledge or efficiency change the concurrent range of performance and functioning.2

This view is similar to that taken by Paillard (1976; for a discussion, see Will et al., 2008), in which a reactive change is accepted as plastic when it is associated with structural (anatomical) brain changes that have functional consequences rather than when it is associated with changed neural activity in existing pathways. Structural changes may here refer to alterations in the connections allowing for communication between elements of a system or to changes of the constituent elements of the system per se. Changes in the elements of the system include additions and removals of its elements. If we postulate that neurons and glia cells constitute these basic elements, structural changes include, for example, neurogenesis and gliogenesis (for reviews, see Churchill et al., 2002; Jessberger & Gage, 2008; Kempermann, 2006). Changes in the connections between the elements include changes that allow for some form of rewiring (e.g., new connections, changes in the strength of the connections) of the links among these basic elements. Such structural changes include dendritic and axonal growth (e.g., Hihara et al., 2006), myelination (Fields, 2008), synaptogenesis, and long-term potentiation (LTP) and depression (LTD; Cooke & Bliss, 2006; Engert & Bonhoeffer, 1999; Malenka & Bear, 2004). Changes that affect the system’s functioning in more indirect ways (e.g., angiogenesis) also count as structural change. In contrast, transient variations in the system’s states, reflecting, for example, action potentials, sodium influx, potassium outflow, and release of neurotransmitters, do not, by themselves, count as anatomical changes in our framework. A similar distinction is found in the literature on cortical map plasticity and experience-dependent changes of receptive fields, or the reallocation of cortical areal extent to modify representations (for reviews, see Buonomano & Merzenich, 1998; Dinsie et al., 1997; Munte, Altenmüller, & Jancke, 2002; Pascual-Leone et al., 2005; Xerri, 2008). In the emergence of such phenomena, a first phase of rapid and flexible modification of activity in existing pathways is thought to come in the form of unmasking existing connections through, for example, decreased intracortical inhibition of lateral excitatory connections (Jacobs & Donoghue, 1991). After this initial phase of flexibility-based changes, anatomical changes including, for example, associative synaptic plasticity (i.e., LTP)

---

2 Piaget (1980; see Chapman, 1988) made a similar distinction, arguing that development alternates between phases of structural change, in which new structures and relations are created, and phases of elaboration, in which the implications of these structures and relations are spelled out.
may follow (e.g., Buonomano & Merzenich, 1998; Dinse et al., 1997; Pascual-Leone et al., 2005).

In sum, the basic points according to this view are that (a) plastic changes alter brain structure and flexibility, defined as the potential range of performance and functioning available to a person at a given point in time; (b) plasticity and flexibility are distinct; and (c) the critical difference would be lost if the term plasticity was allowed to denote functional changes not accompanied by structural alterations.

Plasticity: The Capacity for Reacting to a Mismatch Between Supply and Demand

Reports of plastic changes in brain and behavior have in common that primary changes in the range of functional capacity (e.g., brain injury) or in the demands on functional capacity (e.g., cognitive practice), positive or negative, are viewed as the initiating causes of plastic alterations. A key proposition in our framework is that such changes induce plastic alterations only to the extent that they result in a mismatch between supply in the form of the functional capacity of the system and the environmental demands that operate in the system through experience (see also Bäckman & Dixon, 1992). Thus, manifestations of plasticity are reactions to a materialized supply–demand mismatch and not to changes in demand or supply per se.

The mismatch comes in two principal ways: higher demands than the available capacity or higher available capacity than the current demands. A study by Draganski et al. (2004) illustrates both of these forms of mismatch and possible resulting manifestations of plasticity. Using magnetic resonance imaging (MRI) and voxel-based morphometry, Draganski et al. studied gray matter of younger adults before, immediately after, and 3 months after termination of a 3-month period of learning how to juggle. Results showed gray-matter increases in brain regions known to be involved in the coordination of motor functions. These alterations had almost returned to baseline 3 months after the termination of training. Though the exact biological nature of these alterations is unknown, these findings can be interpreted as reactions to increased environmental demands on insufficient functional supply during training. That is, the juggling practice entails an increased use of processes related to visuomotor coordination that increase the demands on functional supply. After juggling practice is terminated, another mismatch is induced in the sense that experienced demands are lower than the functional supply, and brain structures adapt by getting rid of unnecessary functional supply. Such an interpretation is consistent with evidence showing atrophied neural structure induced by loss of peripheral receptors (e.g., Draganski, Moser, & Lummel, 2006) and altered metabolism in animals induced by impoverished environments (e.g., Beaulieu & Colonnier, 1989; Diamond, Lindner, Johnson, Bennett, & Rosenzweig, 1975).

We maintain that the principal driving force of the different forms of plastic alterations is not the primary changes per se (e.g., altered experience, brain injury) but the mismatch between functional capacity and experienced demands that these changes induce. Note also that we regard the supply–demand mismatch as a useful conceptual model for identifying, analyzing, and optimizing the direction and magnitude of the impetus for plastic changes and, therefore, as a model that allows for predicting the likelihood and nature of a plastic response. However, this model is not proposed to constrain the exact biological and cognitive mechanisms underlying different manifestations of plasticity.

The mismatch model fits the typical learning curve of initially rapid but then diminishing increases in performance approaching an asymptotic level. That is, the model holds that functional supply initially responds to the increased demands; later, when supply meets the demands, further impetus for change is lost. From this perspective, levels of cognitive performance that are stable over some time scale can be viewed as dynamic equilibrium states of reactions to changes in the overall landscape of demands and supplies.

We further propose that the current range of flexibility (i.e., functional supply), which is co-constructed by genetic influences and past manifestations of plasticity (Baltes et al., 2006; Garlick, 2002; Li, 2003; Mercado, 2008), will determine the degree and nature of the mismatch in two related ways (cf. Norman & Boebrow, 1975; Piaget, 1980). First, if the system can effortlessly respond to a specific demand with existing flexibility, no mismatch arises. For example, teaching basic English vocabulary to individuals proficient in English or administering an easy working memory task that can be performed without effort will induce neither a supply–demand mismatch nor any plastic alterations. Second, if environmental demands are not within the current range of flexibility, a mismatch is absent as well. For example, humans may not show substantial plastic changes in response to ultrasound (although a bat that can experience the sound may do so). In less extreme cases, such as when an individual is faced with a working-memory task that exceeds the capacity limits, no mismatch may occur because the individual may give up or apply task-inappropriate processes. The individual may thus experience the task differently than other individuals who have a larger range of flexibility. In other words, demands need to be within the range of functional capacity enabled by flexibility in order to trigger plasticity. In this sense, the current range of flexibility limits the capacity for reactive change. Mismatches must be located between these two extremes (e.g., a too easy vs. a too difficult task) to trigger and direct plastic changes. This reasoning is implied in the design of cognitive-training studies with groups assigned to adaptive task-difficulty conditions and a placebo control group assigned to low task-difficulty training. The idea is bolstered by findings of intervention-related effects on cognitive performance after training in such studies (e.g., Klingberg et al., 2005; Persson & Reuter-Lorenz, 2008).

To put it differently, we maintain that the system needs to experience a supply–demand mismatch to be able to act upon it (Bäckman & Dixon, 1992; Piaget, 1980). In this sense, flexibility determines plasticity in interaction with environmental stimuli. This mismatch model contrasts with models identifying interindividual differences in intelligence (i.e., flexibility) as interindividual differences in plasticity (e.g., Garlick, 2002). Although such models have considered plasticity and the environment when explaining the development of intelligence, the mismatch model adds to this view by stating that an individual’s developmental trajectory of intelligence (see Figure 1) can in principle be affected by the individual’s intrinsic plasticity and the environment in interaction with the individual’s concurrent flexibility. Moreover, our model does not come with the prediction that greater flexibility always leads to a larger (or smaller) supply–demand mismatch and
a stronger (or weaker) force driving plastic changes. Instead, the magnitude of the mismatch depends on the match between current functioning of the system and the environment. For example, an individual with low working-memory capacity may show larger performance gains from training on a nominally easy working memory task (i.e., experience a larger mismatch between supply and demand) than a person with higher working-memory capacity, as the latter can easily perform the task and therefore does not experience a supply–demand mismatch. However, in a nominally very difficult task, a person with lower working-memory capacity may be in a situation allowing for less impetus for change than experienced by a person with high working-memory capacity. The person with low capacity may not be able to perform the task sufficiently well to experience the environmental demands on the functional supply. In sum, the mismatch model predicts that the current range of flexibility determines whether a given environmental challenge induces plasticity and states that the key factor triggering a plastic response is the relative mismatch the system is experiencing.

**Plasticity: A Sluggish Capacity**

The presence of experienced supply–demand mismatches must be a rule rather than an exception for a system characterized by variable brain functioning, behavior, and environment. Always responding to these mismatches with plastic (structural) changes, rather than with utilization of the range of function supported by a priori faculties, would be functionally and economically maladaptive. A neurocognitive system under permanent renovation would not develop a coordinated scheme of habits and would constantly consume large amounts of energy. In addition, to remain efficient, the system must be stable and maintain established skills. That is, a supply–demand mismatch faces a system characterized by inertia and sluggishness in response to mismatches, and some unknown duration of the supply–demand mismatch must be reached if an adaptive system is to be forced to trade the goal of stability for that of plasticity (Bäckman & Dixon, 1992; Piaget, 1980). The degree of sluggishness of responses to a mismatch may differ among different manifestations of plasticity, probably in part as a function of the metabolic costs of their implementation. For example, whereas gliogenesis and growth of capillaries are phenomena that may develop over months, synaptogenesis and structural changes associated with LTP may develop over hours, minutes, or seconds. Manifestations of plasticity are too diverse to allow for a unified definition of the degree of sluggishness in an absolute time metric, though the notion can perhaps be further specified in terms of the relative duration of the plasticity-inducing change and the development of the resulting plastic change (which must take more time). That is, the phase of development of a plastic response must be longer than the time it takes to induce the initial and primary plasticity-inducing change in demand or supply, so that this developmental phase will be interrupted if the primary changes are not repeated or otherwise prolonged but are discontinued or replaced by other supply–demand mismatches. This notion shares similarities with the view requiring the resulting changes to be longer lasting than their cause to warrant the label plastic (Paillard, 1976; for a discussion, see Will et al., 2008).

We propose, in sum, that mismatches need to be prolonged to overcome the inertia and sluggishness of plasticity and to push the system away from its current dynamic equilibrium state. Figure 2 schematically summarizes this principle. Situations with a mismatch between functional supply and experienced environmental demands caused by primary changes in demand (e.g., cognitive training; see Figure 2A) and by primary changes in functional supply (e.g., brain injury; see Figure 2B) are depicted separately. Functional supply (i.e., the structural constraints imposed by the brain) allows for range of performance and functioning. Flexibility denotes the capacity to optimize the brain’s performance within the limits of the current state of functional supply. Due to the sluggishness of plasticity, structural supply optimizes its support for function to demand (i.e., use of functional supply; black line) that is averaged over some time period. Mismatches need to be prolonged to overcome the inertia and sluggishness of plasticity and to push the system away from its dynamic equilibrium. Deviations in demand that are within the current range of functional supply constitute the mismatch that provides the impetus for change (green = negative mismatch; demand is higher than the demand for which structural supply is optimized; red = positive mismatch; demand is lower than the demand for which structural supply is optimized).

**Plasticity: Limited Intrinsic Capacity**

We conceive of supply–demand mismatches as a necessary but not sufficient condition for plastic change. In addition, plasticity is constrained by the intrinsic potential for plastic change in the system, as determined by previous manifestations of plasticity, genetic influences, and primary environmental influences on, for example, level of nerve growth factors and energy supply through vascular integrity (for review, see Mercado, 2008). Therefore, even if the relative mismatch is equally large across different individuals, we may expect individual and age differences in the magnitude of manifestations of plasticity, such as performance increments from practice. Moreover, not all mismatches can be reacted to and closed. The supply–demand mismatch model thus cannot fully predict whether and how plasticity is manifested, but it is useful for identifying the magnitude and nature of the impetus for plastic changes.

**Manifestations of Plasticity: The Distinction Between Process and Knowledge**

Plasticity manifests itself in several forms that share the basic principles outlined above (see also Will et al., 2008). Our framework highlights a distinction that we consider important for understanding cognitive development: plasticity that alters representations (i.e., knowledge, memory) versus plasticity that alters processes and their efficiency. The distinction between mental representations (or knowledge) and the processes (or mental operations) that transform and manipulate representations is central to cognitive psychology and is often an important part of introductory chapters in cognitive-psychology textbooks (e.g., Gazzaniga, Ivry, & Mangun, 2002). Here, cognitive processes come in many forms that operate on mental content in qualitatively different ways to transform it.

The distinction between process and knowledge is also at the core of most two-component theories of intellectual development (Lindenberger, 2001), such as the theory of fluid versus crystal-
lized intelligence (Horn & Cattell, 1966) or of the mechanics and pragmatics of cognition (Baltes, 1987). These theories build on the observation that abilities composed of procedural and declarative knowledge and abilities composed of relatively content-invariant cognitive processes (e.g., perceptual speed, reasoning) form different factors and display different developmental trends across the lifespan. Fluid intelligence displays more pronounced age-related decline than does crystallized intelligence (e.g., McArdle, Ferrer-Caja, Hamagami, & Woodcock, 2002; Rönnlund et al., 2005; for review, see Lövdén & Lindenberger, 2005) and is more tightly associated with biological integrity (Lindenberger & Baltes, 1997).

The distinction between processes and knowledge is also evident, though more implicitly, in contemporary cognitive neuroscience of aging. Losses in gray-matter volume (Raz et al., 2005), white-matter microstructure (Madden, Bennett, & Song, 2009; Sullivan & Pfefferbaum, 2006), concentrations of neurotransmitters such as dopamine (Bückman, Nyberg, Lindenberger, Li, & Farde, 2006), and cerebrovascular integrity (Farkas & Luiten, 2001; Raz et al., 2005) are investigated as causes of reductions in processing efficiency, which affect the representation and retrieval of existing knowledge as well as the acquisition of new knowledge. Thus, loss of knowledge is

**Figure 2.** Schematic model of a mismatch between functional supply and experienced environmental demands caused by primary changes in demand (Figure 2A) and primary changes in functional supply (Figure 2B). Functional supply (i.e., the structural constraints imposed by the brain on function and performance) allows for range of performance and functioning. Flexibility denotes the capacity to optimize the brain’s performance within the limits of the current state of functional supply. Due to the sluggishness of plasticity, structural supply optimizes its support for function to a level of demand (i.e., use of functional supply) that is averaged over some unknown time period, and mismatches need to be prolonged to overcome the inertia and sluggishness of plasticity and to push the system away from its dynamic equilibrium. Deviations in demand that are within the current range of functional supply constitute the mismatch that constitutes the impetus for change. Alternatively, decreases in functional supply combined with unaltered demand (Figure 2B), decreases in demands (not shown), or increases in supply may constitute impetus for change through the same principle of a mismatch between demand and supply.
regarded as a consequence rather than a cause of cognitive aging (Ghisletta & Lindenberger, 2003).

We propose that the study of adult cognitive plasticity may benefit from acknowledgment that plasticity may also allow for the alteration of processing efficiency in adulthood and aging, and not only for the acquisition of knowledge. For example, increased use of working-memory processes may result in a supply–demand mismatch that is reacted to by alterations in the density of dopamine receptors (McNab et al., 2009). Such alterations may affect working-memory processes in a way similar to the administration of dopaminergic agonists (Mattay et al., 2000): by improving performance through affecting processing efficiency and not through acquiring knowledge. That is, plasticity may alter an adult’s possible range of performance by affecting representations, processing efficiency, or both.

Acquisition of knowledge makes the system more flexible because it has more existing and distinct representations of the environment and more ways to achieve a particular behavioral outcome. For example, a non-English speaker may learn English and in this way increase his or her range of function (i.e., flexibility). Improvement of processing efficiency makes the system more flexible because it has a larger range of performance and higher limits to performance. For example, both a less and a more flexible individual may maintain three items in working memory, whereas only the more flexible individual may maintain nine. Thus, knowledge and processing efficiency are two facets of flexibility that could be altered by plasticity.

In the next section, we demonstrate that this distinction between alterations of representations and alterations of processes, as well as the other central tenets of our framework, may help us interpret controversial findings in the behavioral neuroscience of aging, evaluate the current evidence on the role of plasticity in adult cognitive development, and motivate and guide future research.

Applications of the Theoretical Framework

We provide two examples of patterns of empirical data to which our framework can be applied. The first example could potentially be related to the situation depicted in Figure 2B, where a manifestation of plasticity is induced by a primary change in functional supply (e.g., brain injury). The second example deals with the situation shown in Figure 2A, where manifestation of plasticity is induced by a primary change in environmental demands.

Increased Prefrontal Cortex Activation in Aging

In neuroimaging work on higher order cognition (e.g., working memory and episodic memory), increased activity in the prefrontal cortices, particularly in dorsolateral areas, has sometimes been observed in older adults, often along with decreased activity in the ventrolateral prefrontal cortex or in posterior brain regions (e.g., Cabeza et al., 2004; Davis, Dennis, Daselaar, Fleck, & Cabeza, 2008; Grady et al., 1994; Grady, McIntosh, & Craik, 2003; Grossman et al., 2002). Sometimes this pattern comes in the form of increased activity in the prefrontal cortex contralateral to the region primarily activated in younger adults (Bäckman et al., 1997; Cabeza et al., 1997; Reuter-Lorenz et al., 2000; for reviews, see Cabeza, 2002; Greenwood, 2007; Park & Reuter-Lorenz, 2009; Persson & Nyberg, 2006; Rajah & D’Esposito, 2005). Figure 3 depicts examples of these findings.
Primary or secondary change? As we start carving out the different interpretations of this pattern of findings and appraise the evidence for them, our framework’s first distinction between primary changes and reactive changes will be useful. In particular, the notion that increased prefrONTAL activity is a direct associate of age-related negative changes in functional supply should be contrasted with the notion that increased activity is a response of the system to a supply–demand mismatch induced by these changes (see also Cabeza, 2002; Park & Reuter-Lorenz, 2009). The possibility that increased prefrONTAL activation could be a direct consequence of primary negative changes is supported by at least two lines of research. First, computational modeling has suggested that reductions in dopamine with aging (Bäckman et al., 2006) may lead to increased neural noise that may in turn lead to less distinct cortical activation patterns in aging (Li & Lindenberger, 1999; Li & Sikström, 2002; Li et al., 2006). Second, reductions in white-matter integrity during aging (Madden et al., 2009; Sullivan & Pfefferbaum, 2006) are associated with increased bilateral activity in the prefrontal cortex during cognitive activity (Persson et al., 2006). Decreased inhibitory efficiency of the contralateral hemisphere caused by such white-matter degradation have been suggested as a mechanism that may produce age-related activation differences (O’Sullivan et al., 2001). In the competing account, these primary age-related changes, or other negative changes such as decreased gray-matter volume (e.g., Greenwood, 2007; Park & Reuter-Lorenz, 2009), are proposed as a primary cause of a supply–demand mismatch (see Figure 2B) that is responded to by recruitment of alternative cortical areas.

Whether or not increased activity in the prefrontal cortices is beneficial to performance may separate these two accounts. Primary negative changes should not be associated with higher performance, but flexibility- or plasticity-based reactions to a mismatch induced by decline in functional supply should. Several imaging studies have shown positive associations between performance and increased activity in the prefrontal cortices among older adults (Cabeza, Anderson, Locantore, & McIntosh, 2002; Davis et al., 2008; Rosen et al., 2002; Rossi et al., 2004; but see Erickson et al., 2007; Persson et al., 2006). For example, Rossi et al. (2004) used repetitive transcranial magnetic stimulation (rTMS) to transiently interfere with processing in the left or the right dorsolateral prefrontal cortex during visuospatial recognition memory in younger and older participants. Results showed that among the young adults, rTMS of the right dorsolateral prefrontal cortex interfered more than left-sided rTMS did with retrieval. In older adults, left and right rTMS had similar effects on performance. These results suggest that the additional left-sided activation in older adults during retrieval was beneficial to performance, and this finding is difficult to reconcile with the notion that increased prefrONTAL activations are exclusively restricted to primary manifestations of age-related decline.

Flexibility or plasticity? Our framework suggests that, if we were to accept the evidence in favor of a reactive change, at least as a plausible account of some of the findings in some experimental situations, we should address whether this response is based on flexibility or plasticity. In other words, is the supply–demand mismatch, which is initiated by primary negative changes in functional supply, responded to by the use of existing resources only, or does the response come in the form of improved range of performance and functioning? That is, is the change purely functional (i.e., based on flexibility), or is it associated with structural changes (i.e., plasticity)? In our judgment, the available evidence is insufficient to provide a clear answer to this question. However, a possible route for examining this issue is to utilize increasing levels of task difficulty as a simulation of adult age differences and examine younger adults’ responses to such manipulations. If rapid changes in activation patterns in response to altered demands are similar to the pattern of age differences in the engagement of the prefrontal cortices, an account based on flexibility is plausible. That is, plastic changes are more sluggish than changes based on flexibility and need more prolonged mismatches to develop (see Figure 2).

The available evidence on this issue is consistent with the flexibility account (see also Park & Reuter-Lorenz, 2009). For example, Banich (1998) showed that younger adults engage in more bilateral processing during performance of tasks with higher complexity. Older adults display similar effects that appear at lower nominal task demands than for younger adults (Reuter-Lorenz, Stanczak, & Miller, 1999). In addition, younger adults add recruitment of the dorsolateral prefrontal cortex to the recruitment of the ventrolateral prefrontal cortex when working memory load is increased (Rypma & D’Esposito, 2001). Thus, this evidence suggests that age-related compensation based on flexibility is more parsimonious than compensation based on plasticity as an account of increased prefrontal activations in aging (see also Park & Reuter-Lorenz, 2009).

However, these findings do not exclude that increased prefrontal activity in aging may be supported by plasticity. The lack of evidence does not mean an absence of a phenomenon. Moreover, age-related and flexibility-based alterations of activity patterns in response to decreased functional supply that is combined with unaltered environmental demand (see Figure 2B) may induce a prolonged mismatch in prefrontal brain regions that have not been involved as frequently in task performance during earlier phases of ontogeny. Such changes in cortical processing may in turn serve as an impetus for plastic change (Greenwood, 2007), which may lead to plastic change if the older adult possesses residual intrinsic capacity for plastic change. Such a dynamic chain of events is probably responsible for the related phenomenon of cortical map plasticity (for reviews, see Buonomano & Merzenich, 1998; Dinse et al., 1997; Munte et al., 2002; Pascual-Leone et al., 2005; Kerri, 2008). In this phenomenon, a first phase of rapid and flexible modification of activity in existing pathways may be followed by associative synaptic plasticity as a result of a supply–demand mismatch stemming from altered functional demands on the infrastructure (e.g., Buonomano & Merzenich, 1998).

Evidence on the issue of whether plasticity may be involved in, or result from, the phenomena of increased prefrontal activation in aging would profit from longitudinal studies with larger samples measured on changes in structure (e.g., gray-matter volumes, white-matter microstructure), molecular scale (e.g., receptor densities), and function (e.g., activation patterns), together with changes in performance (see also Greenwood, 2007). By leveraging the assumption that plastic changes are more sluggish than changes based on flexibility, modern methods capable of analyzing dynamic lead–lag patterns in longitudinal data (e.g., McArdle, 2001; for an application, see Lövdén et al., 2005) may allow examination of the temporal dynamics of primary and secondary aging. Here, the plasticity interpretation would predict time-
ordered sequences of empirical data on older adults, such that longitudinal increases in prefrontal activity during working-memory performance would be preceded and predicted by, for example, lower levels of dopamine receptor density as imaged with positron-emission tomography (for a review, see Bäckman et al., 2006) and that stronger increase in prefrontal activity would predict more positive subsequent long-term development of dopamine receptor densities.

**Improvement of Cognitive Performance From Cognitive Training in Adulthood and Old Age**

To entertain the hypothesis that plasticity shapes cognitive aging, one needs to show that cognitive performance is indeed plastic in adulthood and old age. Among several lines of investigation, research on the effects of cognitive training has a long history of addressing this research question. Below we review this literature with a focus on demonstrating that our framework is applicable for interpreting and evaluating the extant findings.

In attempting to improve primarily episodic memory and reasoning performance, a body of studies teaching younger and older adults tailored cognitive strategies (e.g., mnemonic strategies such as the method of loci) has revealed that cognitive training can produce performance increments in both younger and older adults. Training-induced performance gains decrease with adult age, and they generalize to some extent to tasks in which the trained strategy can be applied (e.g., Ball et al., 2002; Baltes, Dittmann-Kohli, & Kliegl, 1986; Baltes & Kliegl, 1992; Baltes & Willis, 1982; Craik et al., 2007; Kliegl, Smith, & Baltes, 1989; Stigsdotter Neely & Bäckman, 1995; Stuss et al., 2007; Willis, Blieszner, & Baltes, 1981; Wood & Pratt, 1987; Yesavage, 1984; for reviews, see Baltes & Lindenberger, 1988; Barnett & Ceci, 2002; Noack et al., 2009; for meta-analysis, see Verhaeghen, Marcoen, & Goossens, 1992). More recent studies have administered practice on tasks targeting a variety of cognitive processes, such as working memory (Buschkuehl et al., 2008; Dahlin, Stigsdotter Neely, Larson, Bäckman, & Nyberg, 2008; Jaeggi, Buschkuehl, Jonides, & Perrig, 2008; Li et al., 2008; Olesen, Westerberg, & Klingberg, 2004), executive functions (Bherer et al., 2005; Karbach & Kray, 2009; Kramer, Larish, & Strayer, 1995), recollection (Jennings, Webster, Kleykamp, & Dagenbach, 2005), interference resolution (Persson & Reuter-Lorenz, 2008), or a combination of processes from various domains of functioning (Basak, Boot, Voss, & Kramer, 2008; Mahncke, Connor, et al., 2006). Like the strategy-based studies, these practice-oriented studies have revealed improvements on practiced tasks in both early and late adulthood. More important, several of the practice-oriented studies have reported transfer of training gains to untrained tasks that to various degrees are representationally unrelated to the trained tasks, because performance on these tasks depends on different strategies, response mappings, and perceptual expertise (e.g., Basak et al., 2008; Buschkuehl et al., 2008; Dahlin et al., 2008; Jaeggi et al., 2008; Jennings et al., 2005; Karbach & Kray, 2009; Olesen et al., 2004; Persson & Reuter-Lorenz, 2008).

The available evidence needs to be judged in the light of methodological limitations that characterize, in one way or another, most of the practice-oriented studies conducted so far. Such limitations include small and select samples, small effect sizes, lack of appropriate control group comparisons, and effects on select transfer tasks only (see also Moody, 2009; Sternberg, 2008). We would like to demonstrate, notwithstanding these limitations, how the application of our framework helps in evaluating the conceptual significance of positive transfer to untrained tasks.

The issue of transfer of learning has a long-standing history in cognitive and educational psychology. It dates back to the debate between proponents of the doctrine of formal schooling, who argued that schooling should exercise broadly applicable mental faculties, and researchers underscoring the specificity of learning, who argued that training leads to changes in the knowledge base relevant to the trained task (Thorndike, 1906; Thorndike & Woodworth, 1901; see also more recent learning theories, such as that of Logan, 1988). The main argument for the importance of assessing transfer of learning is, however, the practical significance of generality (e.g., Barnett & Ceci, 2002; Schmidt & Bjork, 1992): If effects of schooling are to be maximized, the acquired knowledge should be widely applicable (e.g., in different situations over time). By analogy, if cognitive interventions are effective, improvements should affect many domains of functioning relevant for maintaining competence and autonomy in everyday life.

We agree that broad applicability of improvements is important and note that useful taxonomies and dimensions of generality have been proposed (e.g., Barnett & Ceci, 2002; Noack et al., 2009) and applied to adult cognitive plasticity (Zelinski, 2009). However, we posit that the scientific tool of assessing transfer is not restricted to probing generality. If generality of the effectiveness of cognitive training and practice were the only methodological concern in cognitive training studies, assessing transfer would not be strictly necessary. For example, assume that adults practice working-memory tasks and show improvements in performing these tasks (e.g., Dahlin et al., 2008; Jaeggi et al., 2008; Olesen et al., 2004). If generality were the only concern, improvements in working-memory performance, along with findings that working-memory performance is highly predictive of other cognitive functions as well as outcomes in academic, professional, and everyday life context (e.g., Baddeley, 2003; Conway, Kane, & Engle, 2003; Kyllonen & Christal, 1990), would be sufficient cause to claim that the intervention has broad effects. However, as has long been noted, this reasoning is faulty because improvements in task performance are composed of different components, some of which (e.g., development of effective strategies, memorizing response mappings, and perceptual expertise) are not operationally defining improvements in the efficiency of working-memory processes. Thus, the observed performance increments on the trained tasks do not necessarily imply that competencies in other cognitive functions in and out of the laboratory have been improved. Transfer of training can be used to address this concern. It can be viewed as a general measurement tool with which to trace improvements in performance to some aspect of task execution that is of interest for one reason or the other. According to the basic logic of transfer assessment, we can observe effects on a particular transfer task only if it shares some commonality with the trained task, a commonality that also has changed as a function of the intervention (cf. Thorndike, 1906; Thorndike & Woodworth, 1901).

Dahlin et al. (2008) recently applied the commonality logic of transfer assessment to behavioral neuroscience. In this study, younger and older adults practiced updating in working memory over 5 weeks. Task-specific performance increases, as observed on a letter memory task, were substantial. For younger adults, transfer of improvements was observed on an n-back task but not on a
Stroop task. Functional neuroimaging during performance of these three tasks before and after training revealed brain activation overlaps among these tasks at baseline. Most important, changes in striatal activity (which has been linked to updating; Hazy, Frank, & O’Reilly, 2006) were observed only for the trained task and the transfer task showing improvements (n-back). Thus, this study illustrates the logic that transfer will be observed only if some commonality (e.g., a common brain substrate of performance) is (a) shared between the trained task and the transfer task and (b) has changed as a function of training (for a similar demonstration with behavioral measures, see Persson & Reuter-Lorenz, 2008).

A statistical analogue of this commonality logic is used in confirmatory factor analysis. Here, a latent (unobservable) variable, or target construct, is operationally defined with several tasks, which are assumed to be influenced to some degree by the target construct but that are heterogeneous on as many other performance-influencing factors as possible (Little, Lindenberger, & Nesselroade, 1999). The common variance of such a set of tasks is then extracted as a latent factor and interpreted as reflecting individual differences in the target construct. This allows for extracting performance “at the latent level,” representing the variance components that are common to the set of tasks indexing a given target construct.

If assessment of transfer is viewed as a general measurement tool for isolating change in some aspect of performance, and not as a tool for assessing generality of change per se, researchers are forced to operationally define which aspect of task performance is of interest. To this end, they need a theory of the ways in which performance is assumed to change in response to the supply–demand mismatch induced by the training regime. In this context, our theoretical framework can be applied.

Our framework proposes that performance may increase because the person has acquired knowledge relevant for the particular task, has improved in task-relevant processing efficiency, or both. Improvements in performance that can be attributed to knowledge acquisition include declarative memory and knowledge (e.g., problems of this geometric kind can be solved by applying the Pythagorean theorem), learned stimulus–response mappings (e.g., yes response = green button), and development of perceptual expertise. The development of strategies (test-taking strategies, mental strategies) also belongs to this category and can be viewed as the acquisition of knowledge that capitalizes on flexibility to improve performance. In the case of mental strategies, the assimilated instruction or self-discovery that some particular combination of processes may be used to solve a particular task with better performance (e.g., imaging words that are to be remembered rather than rehearsing them) constitutes an improvement in performance based on knowledge acquisition. Improvements in process efficiency are, by definition, improvements in the efficiency of one or more cognitive processes (e.g., updating in working memory, perceptual speed, vigilance, associative binding) that generalize over the content to which the process is applicable.

In our view, past interpretations of transfer effects and debates on the extent to which learning transfers to untrained tasks are blurred by confusing the difference between alterations in process efficiency and the acquisition of knowledge with the issue of generality. In particular, dimensions of generality (e.g., time, context) are conceptually orthogonal to the process–knowledge distinction. Both knowledge and processes can be more or less broadly applicable. For example, a cognitive strategy for remembering information may be more or less general. Some strategies, such as the strategy to replace numbers with letters and form words with which to remember PIN codes better (derwinger, Stigsdotter Neely, Persson, Hill, & Bäckman, 2003), may be of relevance in relatively few contexts (i.e., when remembering numbers), whereas other strategies for remembering information, such as using imagery, may improve performance in a larger number of situations.

Processes may also be more or less relevant in different contexts, including those of daily life. For example, whereas improvement in working memory or associative memory processes may affect many types of cognitive functions and have broad relevance in everyday settings, improvements of auditory discrimination processes may be of more limited significance across different situations. The point that the distinction between processes and knowledge is in principle orthogonal to generality does not exclude the possibility that alterations in processing efficiency may often have a larger potential than alterations in knowledge to be widely applicable. Representations (i.e., knowledge and memories) may be easier to alter and gain—and we know that this type of plasticity is preserved to a considerable extent in older age—but acquired knowledge may generally be of relatively limited applicability. In contrast, processing efficiency may be more difficult to alter (e.g., due to higher metabolic costs) and changes may occur in a more sluggish manner, but the function may often be more widely applicable.

Whereas most early cognitive training studies (e.g., Baltes et al., 1986) and studies in the field of educational psychology (e.g., Barnett & Ceci, 2002) have used the assessment of transfer effects for the purpose of evaluating the generality of improvements, the recent literature shows a shift toward using the transfer tool as a way to operationally define improvements in processing efficiency (e.g., Karbach & Kray, 2009; Persson & Reuter-Lorenz, 2008). This shift is also reflected in a change in training protocols, from teaching cognitive strategies to repeated practice on tasks tapping theoretically defined processes (e.g., updating, task switching). Investigating adult cognitive plasticity in aspects of processing efficiency, such as updating in working memory, processing speed, and inhibition, has practical relevance and also informs about the modifiability of age-related cognitive decline (see also Mayr, 2008). Hence, the apparent sway of the pendulum from representation to process in adult cognitive intervention work has important benefits.

Note, however, that the shift from assessing transfer to address generality of training gains to addressing whether processing efficiency has been improved poses new challenges. Generality can be addressed without much of a theory and without much methodological effort. For example, through application of taxonomies of transfer, based on content and context (Barnett & Ceci, 2002) or the structure of human intelligence abilities (Noack et al., 2009), common frameworks for evaluating the effectiveness of interventions through the lens of generality can be achieved. However, concluding that cognitive interventions have resulted in alterations in processing efficiency means that higher demands must be placed on designing appropriate transfer tasks. This is so because the logic of assessing transfer to make conclusions about alterations in processing efficiency is based on exclusion. Tasks, in conjunction with appropriate placebo control groups, must be
designed so that all performance changes that can be attributed to knowledge acquisition (e.g., development of strategies, perceptual expertise) can be excluded as a cause of performance changes. This requires, for example, a good understanding of the space of possible effective strategies in the cognitive tasks used in training and the design of transfer tasks in which these strategies have been demonstrated to be ineffective or impossible to apply.

In general, our framework thus provides a rather critical lens through past studies showing transfer effects can be reviewed. For example, one of the most impressive pieces of evidence for improvements in processing efficiency to date comes from a study by Jaeggi et al. (2008). The study examined transfer of working memory training to one figural reasoning measure of fluid intelligence in a sample of 34 younger adults performing a complex working memory task. Participants in the intervention group completed 8, 12, 17, or 19 daily training sessions. A no-contact control group was included as well. The trained working memory task was a dual n-back task, involving two strings of stimuli (letter and spatial locations) that were simultaneously presented. The value of the n was adaptively adjusted based on each individual’s performance. Results revealed statistically significant transfer effects for the groups training 17 or 19 days but not for the groups participating in 8 and 12 sessions. After the intervention groups were collapsed, the total net transfer gain was 0.4 standard deviation units. It may be difficult to imagine, based on face validity, that acquired knowledge during training (i.e., on the n-back task) would be relevant to performance on the figural reasoning measures. The same observation holds for several other recent studies on both younger adults (e.g., Dahlén et al., 2008; Karbach & Kray, 2009; Persson & Reuter-Lorenz, 2008) and older adults (Basak et al., 2008; Jennings et al., 2005; Karbach & Kray, 2009), though effects tend to be reduced in older age (e.g., Dahlén et al., 2008).

Thus, taking these studies at face value, one cannot but conclude that both younger and older adults possess residual capacity for improving the efficiency of several types of processes and that cognitive training programs can induce the necessary prolonged supply–demand mismatch. However, the fact that it is difficult to imagine that acquired knowledge improves performance on the transfer tasks applied in these studies does not necessarily mean that knowledge acquisition can be totally excluded as a cause of the transfer effect. Because of the exclusion logic, it will always be a matter of conceptual debate whether all knowledge factors have in fact been excluded.

To provide more convincing evidence for plasticity of processing efficiency in adulthood, researchers should administer multiple transfer tasks, as heterogeneous as possible (e.g., based on spatial, figural, and verbal content), in which the process that is the target of training is relevant for performance. If transfer effects are observed only on subsets of such tasks, the knowledge component will be difficult to exclude. On the other hand, if improvements are observed on most of the applied tasks of this kind, but not on tasks that do not assess the targeted process, alterations of processing efficiency can be concluded with greater certainty (for a demonstration, see Persson & Reuter-Lorenz, 2008). Such an approach can also be effectively implemented by assessing transfer at the level of latent factors (cf. McArdle & Prittle, 2008; Schmiedek, Lövåsen, & Lindenberger, 2009), in which the common variance of several transfer tasks that are heterogeneous on as many factors as possible, but homogenous over the process, is extracted. If transfer can be shown at the latent level, task-specific explanations become difficult to entertain and a more solid basis for claims that a certain intervention improves process efficiency is provided. Finally, the above approaches will be most effective if they are accompanied by detailed analyses of the cognitive components and strategies involved in both the trained and the transfer tasks. With such methodological care, and with results supported by empirically associated anatomical changes that exclude that improvements are based on flexibility, established functional effects can be used with greater confidence not only to confirm alteration in functional supply but also to establish which type (representation vs. process) of change in the range of performance and function is present. As things stand now, it is clear that both younger and older adults can expand their range of functioning by acquiring new knowledge but uncertain whether processing efficiency can be altered through plasticity in adulthood.

Predictions and Future Research Questions

Having discussed the framework’s application for analyzing and understanding these two controversial issues in the behavioral neuroscience of aging (i.e., increased prefrontal cortex activation in aging and transfer of training gains), we next outline some more general and disparate predictions that our framework generates. In particular, we outline future research questions derived from our framework, predictions that enable better empirical testing of the framework’s propositions, and recommendations that may serve to guide future cognitive intervention research.

First, an important cornerstone of our framework is that a mismatch between functional supply and environmental demands is a necessary condition for plastic change in adulthood. On the basis of this proposition, we suggest that cognitive interventions attempting to improve processing efficiency should administer multiple practice tasks that tap one central cognitive process. Applying one or a few tasks runs the risk of fostering development of strategies, which may result in circumventing the targeted process by capitalizing on knowledge acquisition and flexibility to close the mismatch (see also Schmidt & Bjork, 1992). Targeting a narrowly defined specific cognitive process, rather than tasks that involve several processes, should maximize the duration and magnitude of a supply–demand mismatch (given limited amount of time and effort to spend) and thus the impetus for change of processing efficiency. Training of cognitive processes that play central roles in the cognitive architecture and brain areas that are active across a wide range of tasks (Persson & Reuter-Lorenz, 2008) will maximize the applicability of the intervention effect (i.e., generality). Cognitive (executive) control processes and working memory are perhaps the most prominent abilities in this regard (D’Esposito & Chen, 2006). Studies that distinguish themselves from the bulk of cognitive intervention studies on one or more of these features have also reported transfer effects (Basak et al., 2008; Dahlén et al., 2008; Jaeggi et al., 2008; Karbach & Kray, 2009; Persson & Reuter-Lorenz, 2008).

Second, we propose that manifestations of plasticity are codedetermined by the degree of the supply–demand mismatch and by the level of intrinsic plastic capacity, which differs, for example, across brain systems and age. We note, in this vein, that several subcortical structures, such as the hippocampus, may retain their plasticity to a greater extent than neocortical areas in adulthood.
and old age. For example, neurogenesis might be limited in the
dult human cortex (Bhardwaj et al., 2006). Future research is
aced with the challenge of finding widely applicable processes
that rely on structures that are plastic enough to be possible to alter.

Third, our framework asserts that (a) mismatches between func-
tional supply and experienced environmental demands drive man-
ifestations of plasticity; (b) mismatches need to be maintained for
extended periods of time to induce plasticity; and (c) an individ-
ual’s present level of flexibility determines the magnitude of the
mismatch in interaction with environmental stimuli (e.g., task
difficulty). Systems that can effortlessly respond to a change in
demand with existing flexibility and systems that are not capable
of fully experiencing environmental demands do not face a
supply–demand mismatch. Therefore, cognitive training needs to
engage the participant in a state of mental activity as far away as
possible from the routine demand for which the participant’s
functional supply is optimized, by offering the maximum manage-
able difficulty at which the task can be performed, if high degrees
of effort are exerted (Lindenberger & Lövdén, 2006; Riediger, Li,
& Lindenberger, 2006), and thereby creating a maximum impetus
for change. Moreover, it should be possible to construct this state
of mismatch for individuals at all levels of performance, across all
stages of learning, and for as long as needed to achieve the desired
outcome. Cognitive tasks should be designed to allow for such
effortful activity by continuously adapting task difficulty to the
individual’s current level of performance. Adapting difficulty may
maximize and prolong the presence of a mismatch between func-
tional supply and environmental demands and therefore prevent
automatized (i.e., effortless) task execution by responses to alter-
ations in supply with further increases of environmental demands.
As a consequence of such a “plastic environment,” we predict,
adaptive difficulty will alter the function of performance increases
on trained tasks over time and also increase transfer effects that
reflect improvements in processing efficiency.

Several studies that included adaptive procedures and used
placebo control groups by nonadaptive testing with low demands
have reported larger transfer effects for those training under adap-
tive difficulty (e.g., Jaeggi et al., 2008; Jennings et al., 2005;
Karbach & Kray, 2009; Olesen et al., 2004). In themselves, these
findings support the notion of a supply–demand mismatch as an
important determinant of the magnitude of plastic alterations. We
note that individualized difficulty adaptations and difficulty–per-
formance relationships (e.g., time–accuracy functions) can be used
in operationally defining our concept of a mismatch between
functional supply and environmental demands. For example, ad-
ministering a working memory task (e.g., n-back) at a presentation
rate resulting in a specific level of accuracy (e.g., 50%) identified
for each participant separately can be viewed as equating the
supply–demand mismatch across participants. In this way, the
mismatch can be held constant across different groups of partici-
pants, and the necessary magnitude and duration (e.g., number of
practice sessions) of the mismatch it takes to produce gains can be
empirically examined. Alternatively, given the framework’s pre-
diction that too difficult or too easy tasks will be suboptimal for
inducing manifestations of plasticity, the performance level can be
manipulated and its empirical relation to manifestations of plas-
ticity can be examined.

Fourth, we note that functional neuroimaging methods can, at
least under some conditions and for some tasks, be used to measure
the amount of mismatch for different individuals performing a task
at a particular nominal difficulty level. For example, the blood-
oxxygen level dependent (BOLD) response is dependent on load
manipulations in working memory tasks: Higher working-memory
load (e.g., 3-back) is associated with higher frontoparietal activity
(vs. rest) than lower working-memory load (e.g., 1-back; e.g.,
Braver et al., 1997; Callicott et al., 1999; Jansma, Ramsey, Coppola,
& Kahn, 2000). Consistent with our mismatch framework,
however, too high working-memory load (e.g., 5-back) is often
associated with lowered activity, such that BOLD activity forms
the predicted inverted U-shape in relation to load (e.g., Callicott et
al., 1999; Mattay et al., 2006; Nagel et al., 2009). Furthermore, the
apex of the function (i.e., the point of maximum activation) differs
across individuals in a performance-related manner (Nagel et al.,
2009). Such measures may thus be used to measure each individ-
ual’s supply–demand mismatch to a particular nominal task diffi-
culty independently from the intrinsic capacity for plasticity and to
examine the framework’s assumption that interindividual differ-
ences in the degree of mismatch will predict manifestations of
plasticity.

Fifth, our framework states that manifestations of plasticity can
only be concluded if the range of performance and functioning has
been altered (i.e., when both structural brain changes and func-
tional consequences of these structural changes are present). For
quite some time, macro-scale structural brain changes (i.e.,
changes beyond subcellular changes and structural changes asso-
ciated with LTP and LTD) induced by a supply–demand mismatch
were widely regarded as restricted to child development, but we
now know that several of these mechanisms are present in adult-
hood and old age (for reviews, see Churchill et al., 2002; Li, 2003;
Jessberger & Gage, 2008; Kempermann, 2006). For example, MRI
studies of younger adults have shown alterations in gray-matter
density and volume as a function of learning abstract knowledge
(Draganski, Gaser, et al., 2006; see also Maguire et al., 2000;
Maguire, Woollett, & Spiers, 2006) and of acquisition of complex
motor skills (e.g., juggling; Draganski et al., 2004; see also Ilg et
al., 2008). It would be premature to exclude that such changes may
also be present in older adults. For example, Boyke, Driemeyer,
Gaser, Büchel, and May (2008) conducted a juggling intervention
with older adults, similar to the study conducted by Draganski et
al. (2004). Results showed gray-matter increases in brain regions
similar in kind to the training-related alterations found in younger
adults, albeit smaller in magnitude. Though the exact biological
nature of these morphological alterations remains unknown, sev-
eral important manifestations of plastic alterations (e.g., synap-
togenesis, angiogenesis) have been directly observed in both humans
and adult animal models. For example, adult neurogenesis has
been documented in humans (Eriksson et al., 1998), and environ-
mental enrichment has been shown to increase neurogenesis, gli-
genesis, and angiogenesis in both younger and older animals
(Kempermann, Gast, & Gage, 2002; for reviews, see Churchill et
al., 2002; Jessberger & Gage, 2008). These findings suggest that
both younger and older adults possess residual plasticity, even by
the strict criteria proposed here. Moreover, the human studies
document how MRI and related techniques can be used to dis-
criminate plasticity from flexibility.

Sixth, our framework proposes that stable levels of cognitive
performance can be viewed as dynamic equilibrium states of
reactions to changes in demand and supply. Moreover, such equi-
librium states can be predicted to occur across different cognitive functions and brain structures. Thus, the mismatch model assumes that major investment of resources (e.g., time and effort) into a particular cognitive skill may induce disuse in other skills that may not be required anymore and reductions of functional supply to meet the reduced environmental demands on this skill. We predict that cognitive training, if it targets specific skills and strategies, may bring about reduced performance for nontargeted processes and negative alterations in brain structures not involved in trained task performance. This prediction is supported by cross-sectional evidence of larger posterior hippocampus and better identification of relations among landmarks, but smaller anterior hippocampus and worse visuospatial performance, in taxi drivers as compared to bus drivers (Maguire et al., 2000, 2006). Such a prediction also is consistent with evidence showing atrophied brain structure induced by loss of peripheral receptors (e.g., Draganski, Moser, & Lummel, 2006).

Seventh, we submit that flexibility determines manifestations of plasticity through the supply–demand mismatch and thus in interaction with environmental stimuli. We argue that this proposition may help us to better understand the mixed pattern of findings regarding the association between cognitive performance and changes in cognitive performance from cognitive training interventions. Negative (e.g., Lövden, Brehmer, Li, & Lindeberger, 2009), positive (Kliegl, Smith, & Baltes, 1990; Verhaeghen & Marcoen, 1996), or no significant correlations (e.g., Jaeggi et al., 2008) between measures of levels of performance on tests of fluid intelligence and gains in performance from cognitive training have been reported. On the basis our framework, we argue that the specific nature of the intervention (i.e., the environmental stimuli) needs to be considered for understanding such associations. That is, interindividual differences in the impetus for change, as reflected in the match between environmental demands and functional supply, need to be considered in the equations that additionally include limitations of plasticity, genetic factors, individual differences in intrinsic plasticity capacity, and the individual’s history of manifestations of plasticity. We predict that the mismatch parameter will play a particularly large role in determining the direction and degree of such associations when task demands are very low or high. In particular, we predict that, under low task demands, more flexible individuals, as indexed by better performance on the cognitive criterion test, may gain less in performance because there is no mismatch between supply and demand for these individuals. Under very high difficulty levels administered during training, however, lower performing individuals will experience less of a mismatch, because they cannot perform the task adequately and therefore will gain less than higher performing individuals from training. Under individually adjusted demands (e.g., through adaptive testing procedures), additional factors, such as genetically determined individual differences in the upper bounds of plasticity and functional upper limits of the task at hand, play a greater role and increase the need for formally modeling assumptions and outcomes.

Concluding Remarks

We commenced this research synthesis by asking whether the positive effects of enriched lifestyles on cognitive change in adulthood and old age (Bäckman et al., 1999; Fratiglioni et al., 2004; Ghisletta et al., 2006; Kramer et al., 2004; Lövden et al., 2005; for review, see Hertzog et al., 2009) reflect plastic alterations of cognitive performance induced by mental stimulation or a sparing of negative effects on cognition (e.g., depression, stress). That is, we asked the controversial question of whether plasticity shapes the terrain of cognitive aging depicted in Figure 1. The answer to this question depends on the definition of plasticity and may be more controversial than commonly acknowledged. Certainly, older adults are flexible and able to adapt their behavioral repertoire to environmental changes and declining cognitive functions. Both younger and older adults are also able to expand their range of functioning by acquiring new knowledge. Such plastic changes in knowledge can safely be assumed to shape individuals’ paths through life, but they play less of a role for understanding the changes in cognitive processing efficiency (see Figure 1) that are at the heart of normal cognitive aging. Several recent studies have shown impressive demonstrations of structural brain changes in adulthood and old age, as well as changes in performance from cognitive training that transfer to untrained tasks. These findings provide some initial support for the notion that cognitive activity may indeed exert beneficial effects on the core processing components that underlie age-related cognitive decline. Due to the palpable difficulties in ascertaining transfer effects at the level of processing efficiency, however, the question of whether declines in processing efficiency can be attenuated through plasticity has not yet been answered. In the end, it may well turn out that the positive impact of an enriched lifestyle on the course of cognitive aging is mostly driven by the avoidance of negative pathways rather than by direct positive effects. However, the study of cognitive plasticity in old age is still in its infancy, and many studies of plasticity in adulthood lack theoretical grounding and methodological sophistication. We hope that the present framework helps future research shed more light on the nature and mechanisms of plasticity in adulthood and old age. We are convinced that understanding individuals’ cognitive paths through life (see Figure 1) requires understanding of the interactions among primary causes, genetic factors, environmental factors, plasticity, and states of flexibility. We hope that the overarching term plasticity may ultimately give room to a set of interrelated probabilistic laws that overcome the divide between primary and secondary forms of adult development and aging.
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